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A comparison theorem for a class of Riccati di�erential equations and its
application to a pollution control problem
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We de�ne the class P by saying that Π
(i)
t ∈ P if Π

(i)
t , t ≥ 0, is a bounded absolutely

continuous function with values in the set of symmetric positive semide�nite n× n matrices,
which satis�es the Riccati equation

Π̇
(i)
t = −Π

(i)
t (At + ψ

(i)
t · I)− (A′t + ψ

(i)
t · I)Π

(i)
t + Π

(i)
t MtΠ

(i)
t −Qt , (1)

where At, Qt, Mt are bounded time-varying matrices, Qt ≥ 0, Mt ≥ 0 are symmetric, ψ
(i)
t is

a bounded function; ′ denotes the matrix transpose, here the notation X ≥ Y means that
the di�erence X − Y is positive semide�nite, I is an identity matrix.

According to a well-known comparison theorem (see, e.g., [1, Theorem 4.1.4, p.185]) for

solutions of Riccati di�erential equations, Π
(1)
t ≤ Π

(2)
t , t0 ≤ t, if, along with Π

(1)
t0 ≤ Π

(2)
t0 , the

matrix

(
0 ht · I

ht · I 0

)
is positive semide�nite with ht = ψ

(2)
t − ψ

(1)
t . Clearly, this condition

is not ful�lled for Π
(i)
t ∈ P .

Set A
(i)
t = At + ψ

(i)
t · I. Below we use a common condition to ensure existence of a solution

Π
(i)
t ∈ P , namely that of stabilizability of the pair (A

(i)
t ,
√
Mt).

De�nition. [2, p.14] The pair (A
(i)
t ,
√
Mt) is called stabilizable if there exists a bounded

piecewise continuous matrix Kt such that the matrix A
(i)
t +

√
MtKt is exponentially stable.

The main result is the following
Theorem 1. Let the pairs (A

(i)
t ,
√
Mt) be stabilizable (i = 1, 2). If φ

(1)
t ≤ φ

(2)
t , t ≥ 0,

then
Π

(1)
t ≤ Π

(2)
t , t ≥ 0 .

Based on this result, one can obtain a comparison theorem for Π̃
(i)
t satisfying

˙̃Πt = −Π̃tAt − A′tΠ̃t + Π̃t
Mt

gt

Π̃t − gtQt , (2)

where gt > 0 is a function with bounded logarithmic derivative ġt/gt, t ≥ 0.
Setting Πt = Π̃t/gt, we immediately get the following

Corollary 1. Let the pairs (A
(i)
t ,
√
Mt) be stabilizable (i = 1, 2) with ψ

(i)
t = (1/2) · ġt/gt .

If g
(1)
t ≤ g

(2)
t , t ≥ 0, then

g
(2)
t

g
(1)
t

· Π̃(1)
t ≤ Π̃

(2)
t , t ≥ 0 . (3)

Remark. The corresponding solutions Π̃
(i)
t may possess speci�c asymptotic properties such

as ‖Π̃(i)
t ‖ → 0, if g

(i)
t → 0, t→∞, or ‖Π̃(i)

t ‖ → ∞ for g
(i)
t →∞, t→∞ (‖ · ‖ denotes the

Euclidean matrix norm).
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Next we apply Theorem 1 to investigate the behaviour of optimal trajectories in a
pollution control problem.

Suppose that the dynamics of stock pollutant St is given by

dSt = −aStdt+ Ztdt , S0 = s0, (4)

where St is the stock at time t; constant a > 0 represents the absorption capacity; s0 � initial
stock; the control {Zt}∞t=0 is the level of emissions at time t, i.e. a piecewise continuous
function; denote by Z the set of admissible controls.

The cost functional over the planning horizon [0, T ] is de�ned by

JT (Z) =

∫ T

0

ft · [q(St − S̄)2 + q1(Zt − Z̄)2] dt, (5)

with some constants q, q1 > 0 and S̄, Z̄ as the target levels of stock and emission. Note
that we require Z̄ = aS̄ for the stabilization purpose. The discount function ft > 0, f0 = 1,
represents time preference of a decision-maker. Recall that ft increases (decreases) for negative
(positive) time-preference, it is constant when time preference is zero; we assume that the
discount rate φt = −ḟt/ft is bounded.

The control problem is
lim sup

T→∞
JT (Z)→ inf

Z∈Z
.

The optimal emission policy Z∗ has the form

Z∗t = −
1

q1
Πt(S

∗
t − S̄) + Z̄ , (6)

where the optimal stock S∗t = S̄ + s0 exp{−at− (1/q1)
t∫

0

Πs ds}, and Πt > 0, t ≥ 0, satis�es

Π̇t − 2aΠt − φtΠt −
Πt

q1
+ q = 0 . (7)

To distinguish di�erent types of time preference, we use the notations f
(+)
t , f

(0)
t and f

(−)
t for

discount functions re�ecting positive, zero and negative time preference, respectively. The
corresponding optimal stocks are denoted by S

∗(+)
t , S

∗(0)
t , S

∗(−)
t . Then we have

Corollary 2.

0 ≤ S
∗(−)
t − S̄ ≤ S

∗(0)
t − S̄ ≤ S

∗(+)
t − S̄, t ≥ 0 . (8)

The interpretation of this result seems obvious. The more important is future, the less
deviation of the stock is resulted from use of the optimal control law Z∗t .
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